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• Abstract
Image reconstruction from projection domain data in nuclear imaging has recently been adopting deep learning (DL) technology instead of conventional 

analytical and iterative methods. In this paper, we proposed a novel neural network including pre-convolutional layers, sinogram-to-image transform layer 

(SITL) and post convolutional layers. The SITL included the rearrangement operation of the sinogram data to the image pixel followed by point-wise 

convolution layer. It enabled to reduce unnecessary parameters effectively from the fully connected layer, and thereby the model could process the 

conventional medical images with large matrix size of 256, which was not available for previous approaches with the conventional computing resources.

The sinogram obtained from the conventional PET/CT data was successfully reconstructed using the network, which was trained by the generic image of MS 

COCO (Microsoft Common Objects in Context) 2017 and the corresponding sinogram data.
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Fig. 2 Schematic of the proposed reconstruction network; pre-convolutional layer, sinogram-to-image transform layer (SITL), and post-convolutional layer
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Sinogram-to-Image Transform Layer (SITL)
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The corresponding sinogram data of the 
extracted indices is selected and rearranged;
Then, a point-wise convolution is performed
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The index of specific width centered on 
the highest value are extracted

By the nature of the back-projection algorithm, each pixel of the

reconstructed image should use the data from all views of the sinogram.

Therefore, the FC layer could be suitable for image reconstruction, since it

connects all input nodes to an output node. Nonetheless, the FC layer could not

be applied to the real PET images because the number of parameters increases in

proportion to the input size. The motivation for SITL comes from these

disadvantages of using the FC layer during the domain transform process.

For each pixel of an image domain, a pixel-wise sinogram is generated by

applying the Radon transform to a single point of the image. (Fig. 1). SITL is

proposed to replace the FC layer for mapping from the sinogram to the image

domain. (Fig. 2)

(256 x 256) x 256 x 256

each points x image dimension

Radon

Transform

(256 x 256) x 336 x 256

each points x sinogram dimension

Fig. 1 Data generation process of pixel-wise sinograms

model parameters RMSE SSIM PSNR

DeepPET

(64x64)
63,639,329

2.360%

± 0.010

0.968

± 0.020

33.206 dB

± 3.407

FCL-C3

(64x64)
50,447,105

7.790%

± 0.023 

0.711

± 0.074

22.580 dB

± 2.802
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± 2.783
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